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Abstract. Grid computing provides integration of different environments, creating a unified system, where organizations can share, manage and access different resources regardless of where they are located. 
However, the lack of integration among different grid computing systems hinders total exploitation of resources. This work investigates and develops an interface for the integration of two heterogeneous grid 

computing environments: Globus and InteGrade. Such integration transparently increases computational power. Users will be able to submit jobs through both grid environments and applications will be executed 
in either Globus or InteGrade grids, or even in both.

 Introduction

Grid computing [Foster 2001] systems aim to integrate idle computing resources and are becoming 
widely used. Grids are no longer a simple method of aggregating widely distributed resources, with 
a single focus on the high performance computing community (high performance grids): they have 
became an infrastructure for the integration of systems on a service-oriented basis (services grid). 
Several  tools  have been  designed  to  implement  grid  computing  application  platforms.  We  can 
mention the Globus Toolkit [Globus 2006], InteGrade [Integrade 2006], Condor [Condor 2005] and 
OurGrid [Ourgrid 2005], among others.

Although conventional technologies that  compose the current Internet allow communication and 
exchange of information between computers, they do not allow an integrated approach for shared 
and coordinated use of resources belonging to different institutions in the accomplishment of more 
complex computations. In this scenario, it is common to find a large amount of idle resources co-
existing with an increasing demand for computational  capacity. The demands imposed by high-
performance applications (such as those related to the areas of the health, genetic and physics of 
high energy) could be supplied through the exploitation of these idle resources. The main objective 
of grid computing is to provide an infrastructure to exploit these idle resources. Grid Computing 
introduces  the  concept  of  virtual  computational  resources  [Foster  2004],  which  is  a  basic 
requirement for computing on demand (use of available idle computational resources), also allowing 
the creation of virtual organizations around thematic projects based on distributed environments. 

This work proposes an approach for the integration of heterogeneous grid computing environments, 
which combines environments that work with OGSA architecture (Open Grid Services Architecture) 
[OGSA 2005] and environments that work with CORBA technology [OMG 2003]. We aim to be able to 
run applications on a heterogeneous grid computing environment in a transparent  way, without 
worrying about changes in source code and ways of allocating computational resources.

 

Grid Computing Environments

One  of  the  main  characteristics  of  a  grid  is  to  deal  with  the  heterogeneous  equipments  that 
compose  it.  Grids  must  be  capable  of  communicating  with  each  other.  This  integration  is  a 
challenge  if  we  consider  that  different  grids  are  controlled  by  different  and  independent 
organizations,  which do not share the same administration,  the same politics or even the same 
tools. A common scenario is to have different grid middleware solutions that need to be integrated 
in order to fully utilize the resources of the distributed environment.

Globus Toolkit

Globus Toolkit  [Foster  2001]  is a set  of tools and libraries to support  the grid architecture and 
applications. It is a project developed by the Argone National Laboratory (ANL) and by the University 
of Southern California. The main services of the infrastructure are: the Globus Resource Allocation 
Manager (GRAM), the Monitoring and Discovery Service (MDS), Reliable File Transfer (RFT) and the 
Grid Security Infrastructure (GSI). Globus Toolkit 4 (GT4) [Globus 2006] is based on the concept of 
Grid Services, an expansion of the concept of Web Services. The main concepts and standards on 
which GT4 is based are: OGSA, OGSI (Open Grid Software Infrastructure)  [OGSI 2005]  and Web 
Services.

InteGrade

InteGrade [Finger 2003] is a grid middleware developed by The University of São Paulo to allow the 
implementation of grids over non-dedicated computational resources. The main characteristics of 
InteGrade  include:  objected-oriented  architecture,  the  use  of  CORBA  as  communication 
infrastructure  and  support  to  non-trivial  parallel  applications.  It  also  collects  machine  usage 
patterns in order to improve scheduling. The basic structural  unit  of InteGrade is the cluster.  A 
cluster is a set of machines (nodes) grouped according to a specified criterion. A dedicated node is 
a machine that is reserved for exclusive use through the grid. Shared nodes are the ones belonging 
to individual users, who shares their idle resources with the grid. Finally, the cluster manager is the 
node that run the modules in charge of information collection and task scheduling.

Integration Architecture

The  developed  methodology  uses,  as  a  case  study,  computational  grid  environments  already 
deployed, as well  as simulations in real  environments. With this purpose,  the tools Globus and 
InteGrade are used. The most important services in the integration of the Globus and InteGrade 
environments are: security, remote submission of tasks and management of available information 
and resources in the grid. These are essential services to keep a grid working. Figure 1 presents the 
integration architecture between Globus and InteGrade systems. The user submits the application 
to  the  grid  in  a  transparent  way without  worrying about  which type of  system will  control  and 
manage  the  available  resources  for  this  execution.  Applications  are  submitted  through Globus, 
using command "globus-run" or through InteGrade using the ASCT tool. The applications scheduler 
will decide how to distribute the application in the grid according to the parameters given by the 
user. Globus and InteGrade do not exchange information because they have different architectures 
and protocols. To solve this problem, an adapter has been created in order to work like a proxy, 
transfering  applications  from one side  of  the  grid  to  the  other.  Information about  the  available 
resources in the grid can be obtained using the MDS component of the Globus.

Globus and InteGrade integration is divided in 2 parts, according to Figure 2. In the first part, the 
Globus user submits tasks to be processed by the InteGrade grid. Globus considers the InteGrade 
grid as a local scheduler, where GRM receives requests for processing tasks in its LRM nodes. The 
Globus GRAM has a set of modules that implement interfaces for the local schedulers of computati-
onal resources.  These interfaces are in charge of managing task submissions to the scheduler. 
GRAM has interfaces for several types of local schedulers that belongs to other grids. This flexibility 
to accept new local schedulers, using the set of existing interface modules, allows construction of 
an interface for the InteGrade GRM.

 

Figure 1 – Integration architecture

Figure 3 shows the Integrade architecture as an external scheduler of the Globus grid. Two new 
components have been inserted in the Globus Toolkit architecture in order to make possible to the 
InteGrade to process tasks sent by Globus: the InteGrade adapter,  a module written in the Perl 
language, which uses the Globus interface, and the SGE which allows the monitoring of tasks sent 
from InteGrade to the Globus.

Figure 2 - Integration Models

Figure 3 - InteGrade like external scheduler

Figure 4 illustrates how an InteGrade user submits tasks to be processed in Globus (GT4). For the 
scheduling of available computational resources, the Integrade GRM does not consider only its LRM 
nodes because Globus will  be seen as an InteGrade LRM node, capable to receive tasks to be 
executed. With this purpose, a new component in InteGrade is created, called LRM Globus Node, 
which works like a proxy. Its function is to translate InteGrade information into Globus information. 
This  new  node  also  supplies  information  about  the  GT4 to  the  GRM.  This  kind  of  integration 
between  the two systems avoids changes in the architecture or in the code of its components. 
Moreover, a version of ASCT was created in order to provide a command line interface to integrate 
with Perl.

Figure 4 - Globus like InteGrade component

Preliminary Results

The numerical results presented were obtained as follows: a script in Perl was developed on the 
Globus side and a Java module was developed on the InteGrade side. A performance analysis was 
performed based on the execution time of the fibonacci(45) function on up to 4 machines. Figures 5 
and 6 illustrate the results.

Globus and InteGrade Analysis

The InteGrade performance is a little worse than that of Globus because it needs to register the 
application  in  the  application  repository and each LRM has to  search  the  application  bytecode 
whenever  this  information  is  necessary.  On  the  other  hand,  Globus  entirely  transfers  all  the 
application code to each remote host that will execute the task. 

Comparing Execution on Globus 
and InteGrade
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Figure 5: Globus and InteGrade performances

Analysis of the Integrated Environment

Figure 6 shows the execution time of the same application using the integrated system, that is, submitting 
an application to InteGrade from Globus or to Globus from InteGrade.  The execution of the application 
using the integrated environment does not significantly modify the execution times. It does not matter if the 
application is executed from Globus or from InteGrade. There is a higher delay compared to the execution 
in each environment separately, because it is necessary to wait for GRAM, on the Globus side, and for 
ASCT, on the InteGrade side, to answer to the availability request so that they can execute the tasks. This 
happens due to the relative simplicity of the application used as example. However, with more complex 
applications, which consume larger amounts of resources, the influence of this overhead tends to diminish 
and the relative performance of the integrated system tends to increase.

Perfomance Analysis on Integrated 
Environment
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Figure 6 - Integrated environment performance

Related Work

Several research groups have devoted efforts in order to integrate different kinds of grid computing 
environments. Such efforts address collaboration, data sharing and interaction between distributed 
resources. 
Job submission, monitoring and control using Condor-G and Globus [Mausolf 2005] show how we 
can  use  Condor  job  submission  components  with  Globus  to  provide  a  more  comprehensive 
solution.  Condor is  a  batch queuing system and job scheduler  for  managing compute-intensive 
jobs, developed at the University of Wisconsin at Madison. Its combination with Globus provides a 
good  interface  for  job  submission,  monitoring,  and  control  in  a  heterogeneous  compute 
environment that may span administrative domains. The Java CoG project [Verma 2001] has done 
some similar adaptation between different (OGSA and pre-OGSA) versions of Globus. Another work 
is the GIN consortium (Grid Interoperability Now) carried out by various researchers at the Global 
Grid Forum (now called the "Open Grid Forum") [GIN 2006].

The D-Grid integration project [DGRID 2005] of the D-Grid consortium is an ongoing effort to build a 
platform for distributed collaboration on top of Internet-based Services. This platform is built around 
general  middleware  and  network  infrastructure,  allowing  the  provision  and  demanding  of  Grid 
resources (i.e. computing power, data, information, programs, etc.) and its dynamic allocation. The 
aim is to build the basis for new community-specific applications, enabling new interdisciplinary 
collaborations  to  solve scientific  problems.  On top of  this  infrastructure  new   kinds of  "virtual 
organizations" will be created and will benefit from the general availability of services, resources 
and infrastructures.

Our work complements the above mentioned efforts by defining an architecture for the seamless 
integration  of  grid  environments  that  use  different  programming  models,  enabling  grid 
heterogeneity at the middleware level.

Final Remarks

The main goal of this work was to develop an interface to integrate heterogeneous grids, using as 
case study the Globus and InteGrade environments. The integration  architecture is defined and 
implemented as a set of modules, as part of both systems, allowing their integration. Among the 
main motivations of this work, we can mention the need to create and develop a high performance 
parallel  programming environment that  could be executed in a simple,  efficient,  and transparent 
way, to comprise a larger set of machines.  The results obtained from the implementation of the 
proposed architecture  show the feasibility of the integration between the Globus and InteGrade 
tools and the several advantages of this integration, such as: the mapping of a new component in 
InteGrade (LRM-GT4) makes it  possible  to create  a new module  for  InteGrade,  which is  able  to 
interact with a Globus-based grid and understand its requirements; the possibility for InteGrade to 
use the  MDS and GSI  components  through the  interaction with  Globus,  allowing it  to  use new 
features to distribute and locate new computational resources; the integration and the interchange 
of knowledge between researchers of different research centers that eventually use different grid 
middleware platforms.  As future extensions of this work, we aim to explore issues such as load 
balancing, whose algorithm can be modified in order to make it more efficient, and access to remote 
files, as well as to perform further tests, using more complex applications. Web Services can also 
be used to implement future integrated features. Finally, we also aim to extend the  architecture so 
that it can be applied to integrate other grid middleware platforms as well. 
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